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ABSTRACT

We present first results of the hybrid data–driven magnetofrictional (MF) and data–constrained

magnetohydrodynamic (MHD) simulations of solar active region NOAA 11158, which produced an

X-class flare and coronal mass ejection on 2011 February 15. First, we apply the MF approach to build

the coronal magnetic configuration corresponding to the SDO/HMI photospheric magnetograms by

using the JSOC PDFI SS electric field inversions at the bottom boundary of the simulation domain.

We then use the pre-eruptive MF state at about 1.5 hour before the observed X-class flare as the initial

state for the MHD simulation, assuming a stratified polytropic solar corona. The MHD run shows that

the initial magnetic configuration containing twisted magnetic fluxes and a 3D magnetic null point is

out of equilibrium. We find the eruption of a complex magnetic structure consisting of two magnetic

flux ropes, as well as the development of flare ribbons, with their morphology being in good agreement

with observations. We conclude that the combination of the data–driven MF and data–constrained

MHD simulations is a useful practical tool for understanding the 3D magnetic structures of real solar

ARs that are unobservable otherwise.

Keywords: Solar filament eruptions (1981) — Solar coronal mass ejections (310) — Solar flares (1496)

— Magnetohydrodynamical simulations (1966)

1. INTRODUCTION

The understanding of the detailed mechanisms and

triggers of solar eruptions is a major problem of so-

lar physics. Although significant progress has been

made in understanding the eruption precursor structures

(e.g., reviews by Cheung & Isobe 2014; Patsourakos

et al. 2020), and many numerical models using idealised

constructions are able to capture the eruption initia-

tion and reveal the trigger mechanisms (e.g. Antiochos

Corresponding author: Andrey N. Afanasyev

andrei.afanasev@colorado.edu

∗ DKIST Ambassador

et al. 1999; Fan & Gibson 2004; Török & Kliem 2005;

Mackay & van Ballegooijen 2006; Karpen et al. 2012;

Jiang et al. 2021; Hassanin et al. 2022), it remains chal-

lenging to model the realistic complex magnetic field

evolution of the observed eruptive events. The models

often use simplified magnetic configurations imitating

the observations (the so called data-inspired models), or

use the observational constrains at some point in time

to build data-constrained (quasi-) static equilibria (e.g.

the nonlinear force-free field (NLFFF) extrapolations)

as the initial state (see Chintzoglou et al. 2019 for de-

tails of the model classification and examples). By us-

ing the time-evolving observational information during

the course of the simulated evolution (e.g. photospheric

ar
X

iv
:2

30
6.

05
38

8v
1 

 [
as

tr
o-

ph
.S

R
] 

 8
 J

un
 2

02
3

mailto: andrei.afanasev@colorado.edu
songyongliang


songyongliang

songyongliang


songyongliang


songyongliang


songyongliang


songyongliang


songyongliang


songyongliang


songyongliang




2 Afanasyev et al.

vector magnetic fields), the simulation can better match

the morphology of solar eruptions and provide the re-

quired quantitative agreement between models and ob-

servations, which is a subject of data–driven simulations.

The methodology of data–driven simulations is un-

der active investigation (see Jiang et al. 2022, for a re-

view, and Toriumi et al. 2020, for comparison of several

data–driven methods). Currently, there are several ap-

proaches to incorporate observational data into numer-

ical simulations, for instances, based on the informa-

tion on the lower boundary plasma velocities (Hayashi

et al. 2019; Kaneko et al. 2021) or the electric fields

inferred from the observed photosphere magnetograms

(Hayashi et al. 2018; Hoeksema et al. 2020; Fan et al.

2022; Linton et al. 2022). Another difficulty is that

data–driven magnetohydrodynamic (MHD) simulations

are computationally expensive. Therefore, various sim-

plifications to the governing set of the MHD equations

are considered under the assumption of the dominating

nature of the magnetic field, e.g. the magnetofrictional

(MF) approach (Cheung & DeRosa 2012; Pomoell et al.

2019; Hoeksema et al. 2020; Lumme et al. 2022) or the

magnetic relaxation in the zero-β approximation (Inoue

et al. 2014, 2015).

In this study, we perform numerical simulations of

the evolution of an active region by using a combina-

tion of the data–driven MF and data-constrained MHD

approaches. As a target we choose active region (AR)

NOAA 11158 (AR 11158, henceforth) that produced the

first in the 24-th solar activity cycle X–class flare and a

coronal mass ejection (e.g. Schrijver et al. 2011; Petrie

2016). This AR has been intensively studied, both ob-

servationally and with numerical simulations (e.g. Sun

et al. 2012a,b; Cheung & DeRosa 2012; Inoue et al. 2014,

2015; Fisher et al. 2015; Zhao et al. 2014; Kazachenko

et al. 2015, 2017; Hayashi et al. 2018, 2019; Hoeksema

et al. 2020).

Previously, a similar idea of a combined simulation ap-

proach was employed by Amari et al. (2014); Muhamad

et al. (2017), who used the NLFFF extrapolation as

the initial magnetic configuration for MHD simulations

and applied various boundary conditions to initiate the

eruption process. In addition, Muhamad et al. (2017)

analysed the structure of the reconnected field lines

and compared that to the observed flare ribbons to de-

tect the eruption trigger structure. Inoue et al. (2014,

2015, 2018) also chose an initial NLFFF configuration

and found in the MHD part of their simulations of the

AR 11158 evolution that the reconnection-caused move-

ment of the footpoints of the highly-twisted field lines

appropriately mapped the distribution of the observed

two-ribbon flares. Very recently, Wang et al. (2022)

performed the data-constrained MHD simulation by us-

ing the potential magnetic field as the initial condition

and applying continuous sunspot rotation at the bottom

boundary. In another recent study, Liu et al. (2022)

carried out a data-constrained MHD simulation of the

CME produced in AR 11520, where the initial state is

an approximately force-free magnetic field constructed

with the flux rope insertion method and MF relaxation

(e.g. van Ballegooijen 2004; Liu et al. 2018). They found

that the initial force-free magnetic flux rope was already

unstable with respect to the torus instability and im-

mediately erupted in the MHD simulation without any

further driving.

In this Paper, we report our first findings obtained

from applying the hybrid simulation approach, data–

driven MF and data-constrained MHD, to the X-class

flare eruption of AR 11158. To our knowledge, the re-

sults of such a hybrid approach are presented for the

first time. In Section 2, we give a brief discussion of

the numerical tools we used and describe the details of

the simulation setups. Section 3 presents the simulation

results and discussion. We summarise our findings and

discuss the follow-up work in Section 4.

2. METHODS

To model the coronal magnetic field evolution of

AR 11158, we perform hybrid simulations combining

the data–driven MF and data–constrained MHD simula-

tions. First, we use the spherical MF method, in partic-

ular, its implementation within the Coronal Global Evo-

lutionary Model (CGEM) framework (Fisher et al. 2015;

Hoeksema et al. 2020). Originally being proposed as a

method to obtain the NLFFF in the solar corona (Yang

et al. 1986), the MF method was extended to model the

time-dependent quasi-equilibrium evolution of the coro-

nal magnetic configuration (see, e.g. Cheung & DeRosa

2012; Pomoell et al. 2019; Lumme et al. 2022 and refer-

ences therein) by incorporating the photospheric electric

fields inverted from the SDO/HMI magnetic observa-

tions as the lower boundary driving conditions (Hoek-

sema et al. 2020). Unlike the standard MHD approach,

the MF method evolves the magnetic field with the in-

duction equation only, assuming the plasma velocity to

be proportional to the Lorentz force. Due to the continu-

ous data–based driving of the bottom boundary, the sim-

ulated magnetic configuration is able to quasi-statically

build up the free magnetic energy associated with the

coronal electric currents in the simulation domain. The

MF method includes neither appropriate thermodynam-

ics of the coronal plasma nor the real velocity field in-

side the simulation domain. However, being significantly

less computationally expensive, it allows one to build up
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the pre–eruptive magnetic structures in the corona, as

well as perform boundary data–driving spanning realis-

tic (long) time scales.

Using the data-driven CGEM/MF model, we simu-

late the evolution of AR 11158 from the first appear-

ance of the emerging magnetic flux on the photosphere

around t0 = 14:10 UT on 2011 February 10 to the X-

class flare around tflare = 01:45 UT on 2011 February

15. For the sake of the subsequent MHD simulation,

we use two times coarsened resolution of the available

SDO/HMI data. The CGEM/MF code automatically

calls the SDO/HMI Joint Science Operations Center

(JSOC) pipeline software to retrieve the photospheric

electric fields and then downsizes those to the halved

resolution, ds ≈ 730 km. The uniform staggered simu-

lation grid on a spherical wedge domain has 348, 348,

and 174 cells for the azimuth angle φ, polar angle θ, and

radial coordinate r, respectively. The bottom bound-

ary of the simulation domain corresponds to the JSOC

SHARP for AR 11158, with the longitude ranging from

−10.4◦ to 10.5◦, and the latitude from −30.8◦ to −9.9◦.

The radial domain size ranges from 1 to 1.36 solar radii

(R⊙).

The initial coronal magnetic field at t0 = 14:10 UT on

2011 February 10 in the CGEM/MF method is obtained

using the “nudging” electric fields as described in Fisher

et al. (2020) and starting with the zero–field assump-

tion. In such an approach, the coronal magnetic field

relaxes towards the force–free magnetic field matching

the first available radial-field magnetogram, according

to the original idea of the MF method. The same con-

cept of “nudging” electric fields is also used during the

whole data–driven MF stage of our hybrid simulations to

match the observed radial magnetograms. The top and

side boundary conditions assume zero tangential com-

ponents for the magnetic field vector, and zero–gradient

conditions for the MF velocity vector. For more details

of the MF method, we refer the reader to Section 4 in

Hoeksema et al. (2020).

To demonstrate the data-driving concept of the

CGEM/MF model using the photospheric electric fields,

we compare the simulated magnetic fields at the bot-

tom domain boundary with the SDO/HMI observations.

Figure 1 shows an example of such comparison for all

three components of the magnetic field at t = 01:13 UT

on 2011 February 15. We find very good agreement be-

tween the simulated and observed magnetic field com-

ponents. All the large-scale structures of different po-

larities (off course, on a scale of a solar active region)

are present both in the simulations (top panels) and the

observations (bottom panels), although the small-scale

differences can easily be detected. The bottom panels

show the observed (not-downsized) magnetic field com-

ponent linearly interpolated to the corresponding simu-

lation output time.

At the next step, we use the pre-eruptive MF state at

00:07 UT on 2011 February 15, about 1.5 hour before

the observed X2.2 flare, as an initial magnetic config-

uration for the MHD simulation. By taking an earlier

state, we look to see if the magnetic configuration of

choice would result in an immediate release of the stored

magnetic stresses or rather slowly evolve towards that.

However, we still choose a MF state to be close enough

to the onset of the X-class flare because AR 11158 also

showed other activity on 2011 February 14 (in particu-

lar, M-class flare at around 18:00 UT). We also want to

minimize the length of time in the build-up phase for

the MHD simulation because of its relatively higher nu-

merical diffusion. By 00:07 UT we expect the magnetic

configuration to be sufficiently energised by the bottom–

boundary data–driving and lead to an eruption onset in

the subsequent MHD simulation.

The MHD simulation is performed using the Magnetic

Flux Eruption (MFE) code by Fan (2017). The govern-

ing equations and the boundary conditions used for this

simulation are the same as those in Liu et al. (2022). We

solve the set of the MHD equations, where the momen-

tum equation includes the semi-relativistic correction to

handle the high values of the Alfvén speed in the AR. As

described in Liu et al. (2022), the internal energy equa-

tion includes explicitly the non-adiabatic effects of the

field-aligned thermal conduction and the heating due to

numerical dissipation of the magnetic and kinetic ener-

gies, while neither optically thin radiative cooling nor

any empirical corona heating terms are included. An

ideal gas with the reduced adiabatic index γ = 1.1 is as-

sumed to maintain the high coronal plasma temperature

in the simulation domain.

In the MFE setup, we use the same staggered spherical

grid as in the MF part of our hybrid simulations and

assume the following polytropic hydrostatic solar corona

stratified over r

ρ = ρ⊙

[
1− GM⊙

R⊙

ρ⊙
p⊙

(
1− 1

γ

)(
1− R⊙

r

)] 1
γ−1

, (1)

p = p⊙

[
1− GM⊙

R⊙

ρ⊙
p⊙

(
1− 1

γ

)(
1− R⊙

r

)] γ
γ−1

, (2)

where ρ⊙ = ρ(R⊙) and p⊙ = p(R⊙) are the plasma den-

sity and pressure values at the corona base, respectively,

that correspond to the plasma temperature of 1.6×106 K

and the proton number density of 1.0×109 cm−3, G and

M⊙ are the gravitational constant and solar mass, re-

spectively. The hydrostatic stability of the atmosphere

described by Equation 1 and 2 with the chosen model
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Figure 1. Maps of the CGEM/MF simulated magnetic fields (top panels) at the bottom domain boundary and the SDO/HMI
magnetograms (bottom panels) at 01:13 UT on 2011 February 15. This figure is sampled from an animation showing the
evolution of the magnetic fields presented in the figure during the whole simuilation course from 14:10 UT on 2011 February 10
to 19:55 UT on 2011 February 15. The animation demonstrates good agreement between the CGEM/MF simulated magnetic
fields and the SDO/HMI magnetograms. See Section 2 for details. (An animation of this figure is available.)

parameters has been confirmed by a separate simulation

run with zero magnetic field. To normalise the code

equations, the following units are used: the length unit

L̂ = R⊙, the magnetic field unit B̂ = 20 G, the density

unit ρ̂ = 8.365 ·10−16 g cm−3, and the temperature unit

T̂ = 1.0 MK.

The boundary conditions at the top and side bound-

aries include the zero–gradient extrapolations for the

plasma density, internal energy, and velocity compo-

nents with the additional no–inflow conditions for the

normal to the boundaries velocity component, as well as

the extrapolations of the electric field values to provide

the divergence-free boundaries for the magnetic field

components. At the bottom boundary, we assume a

line-tied boundary with zero velocity and zero electric

field. For the thermodynamic lower boundary condi-

tions, the temperature at the first grid zone above the

lower boundary surface is fixed to its initial value, but
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the density (or pressure) is time varying, being propor-

tional to the temperature in the grid zone above, so as to

provide a variable coronal base pressure that increases

with the temperature gradient and hence the downward

heat conduction flux.

The MHD simulation uses the initial magnetic con-

figuration obtained from a snapshot of the data–driven

MF simulation and the fixed line-tied lower boundary

conditions to model the subsequent dynamic evolution

without further boundary driving, and therefore falls

into the so–called data–constrained class of simulations.

Thus, we apply a hybrid simulation approach to study

AR 11158.

3. RESULTS AND DISCUSSION

Figure 2 presents the properties of the pre-eruptive

magnetic field from the MF approach at t1 = 00:07 UT

on 2011 February 15, around 1.5 hour before the ob-

served X2.2 flare. The total magnetic energy in the vol-

ume, Em ≈ 1.2 × 1033 erg, is in agreement with the

results obtained with the NLFFF extrapolation by Sun

et al. (2012b). Figure 2a shows the three-dimensional

(3D) structure of magnetic field lines of the pre-eruptive

configuration. The colour of the field lines shows values

of the twist rate, or magnetic twist per unit length, along

them, α = j · B/B2. The bottom boundary of the do-

main shows the radial field magnetogram. We denote

pairs of the magnetic polarities as N1–P1 and N2–P2,

using notation of the colliding magnetic bipoles from

Chintzoglou et al. (2019). We find a low-lying sigmoid-

shaped sheared magnetic flux above the collisional PIL

between polarities N1–P2, which contains field lines with

high positive twist rates and corresponds in its shape

to the observed Extreme-Ultraviolet (EUV) sigmoid in

AR 11158 (see the left inset figure in panel 2a) show-

ing the observed SDO/AIA 131 Å image of AR 11158.

That low-lying sigmoid can be potentially a magnetic

flux rope (MFR) with the magnetic twist number more

than unity or become such during the MHD evolution

of the initial MF magnetic configuration. In particu-

lar, Chintzoglou et al. (2019) referred to that sigmoidal

structure as a MFR. We also find both positive-twisted

and negative-twisted fluxes higher up in the corona. The

east part of the magnetic configuration includes a small

parasitic positive polarity between N1 and N2 that is

connected to a 3D magnetic null point whose spine over-

lies the low-lying sigmoid and the other higher-lying

twisted fluxes and extends to polarities P1 and P2.

Figure 2b shows a map of the sine of the angle be-

tween the magnetic field and electric current, sinµ =

j×B/ (jB), in the vertical meridional slice of the simu-

lation domain at φ = −1.17◦. The position of the slice

is shown as its intersection with the bottom boundary of

the simulation domain, marked by the green line in Fig-

ure 2a. The magnetic field configuration is apparently

not force-free, although it is quite close to the force-free

state (with sinµ = 0) lower in the simulation domain

and at the regions of a high twist rate (see also Fig-

ure 2c). The current-weighted mean value of sinµ for

the domain (as calculated in Toriumi et al. 2020) is 0.19,

or 11◦ for the angle µ itself. We also find that the spatial

distribution of the force-freeness is highly non-uniform,

with small-scale fluctuations produced by the small-scale

variations in the lower boundary magnetic field.

Figure 2c shows the distribution of the twist rate in the

same meridional slice marked by the green colour. The

small-scale region of a high positive twist rate close to

the bottom boundary (seen as the saturated red colour

and marked by the arrow) corresponds to the low-lying

sigmoid found in Figure 2a. The other relatively high-

twisted regions correspond to the above-lying magnetic

fluxes. In particular, to construct the field lines in Fig-

ure 2a, we use seed points at the regions of high positive

and negative twist in that meridional slice.

Figure 2d shows the radial component of the Lorentz

force (per unit volume) in the same meridional slice

marked by the green colour. To present its magnitude

in the logarithmic scale, we plot its absolute value, with

the red colour showing its positive magnitude and the

blue colour showing the negative one. Note that we clip

the colour bars at 104 code units (with the force code

unit of 5.7× 10−4 G2 km−1), so the values very close to

the bottom are slightly saturated. In addition, we su-

perimpose contours of the constant twist rate (±60R−1
⊙ )

to see how the Lorentz force distributes over the twisted

flux regions, with the solid (dashed) contours for the

positive (negative) twist rate values. From this panel,

we find that the initial magnetic field has a significant

net upward Lorentz force in the lower part of the do-

main. However, as the contours show, the low-lying sig-

moid field contains both upward and downward Lorentz

forces. We also note that the large region to the north

from the sigmoid has the dominating outward-directed

Lorentz force. The non-equilibrium initial magnetic field

from the MF calculation leads to the subsequent dy-

namic evolution in the MHD simulation as described

below.

Figure 3 shows the MHD evolution of AR 11158 after

t1 = 00:07 UT on 2011 February 15. From left to right,

each column shows maps of the radial plasma velocity,

plasma density, and twist rate in the meridional slice at

φ = −1.17◦, as well as the 3D structure of the magnetic

field lines. We also draw the plasma density contours

corresponding to the values of [1.2, 2.0, 8.0] times the
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Figure 2. Pre-eruptive MF magnetic configuration at t1 = 00:07 UT on 2011 February 15, about 1.5 hour before the X2.2
flare. The top panel (a) shows the 3D structure of magnetic field lines coloured by their twist per unit length, with the bottom
background showing the radial component of the magnetic field. The right inset figure in panel (a) shows the top view of the
field lines. The left inset figure in panel (a) shows the SDO/AIA 131 Å context image at 00:08 UT on 2011 February 15. The
pairs of the magnetic polarities are marked as N1–P1 and N2–P2. The bottom panels show the vertical meridional slices of
the simulation domain at φ = −1.17◦ with maps of the angle between the magnetic field and electric current (panel b), twist
rate (panel c), and positive (red scale) and negative (blue scale) radial component of the Lorentz force (panel d) with the
superimposed twist rate contours of ±60R−1

⊙ . The green line in panel (a) corresponds to the base of the vertical meridional
slice used in the bottom panels. See Section 3 for details.
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onset. The contour annotations are the same as in the figure. See Section 3 for details.
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minimum density value at each snapshot onto the maps

of the radial velocity and twist rate. The initial MHD

state includes the radially stratified polytropic atmo-

sphere in a hydrostatic equilibrium and the non-force-

free magnetic configuration presented in Figure 2 with

the low-lying sigmoid and coronal null-point. The region

surrounding the low-lying sigmoid field immediately ac-

celerates outward (Figure 3a), developing a region of

rapid outward eruption with a shock-like wavefront (an-

notated in Figure 3e,i). That erupting region has mostly

positive values of the radial component of the Lorentz

force (see Figure 2d), which implies that the plasma is

driven upwards by the initial Lorentz force due to the

non-equilibrium initial magnetic field.

Simultaneously, a density cavity forms in the erupt-

ing region behind the shock and the dense sheath, as

seen from the density contours in the two left columns.

The cavity consists of several parts. The least dense

inner part (enclosed within the dotted density contour)

corresponds to the positively twisted flux (with mainly

red colour in the twist rate maps in the third column).

It originates from the region just above the low-lying

sigmoid initially found above the collisional PIL. This

least dense part of the cavity forms the inner MFR,

which remains positively twisted, and it is surrounded

by an outer cavity (enclosed by the dashed density con-

tours) which contains a significant amount of negatively

twisted flux. During the later stage of the simulation

(see e.g. Figure 3l), the footpoints of the inner MFR are

rooted in N2 and P2 polarities. The outer cavity forms

an outer MFR with dominating negative twist rates as

can be seen in the twist maps. During the later stage of

the simulations, its footpoints are rooted in N2 and P1

polarities. The spatial structures of both the inner and

outer MFRs can be seen in the 3D visualisation of the

magnetic field lines (Figure 3, right column) during the

later stage (in particular, at Figure 3l with the anno-

tated MFRs). Note that here we define a set of twisted

field lines as a MFR not from the total twist number

along field lines but using the values of the magnetic

field twist rate α. The field lines in the right column

snapshots are plotted by tracing field lines from a set of

Lagrangian tracers selected in the cavity region as well

as in the regions of the high twist rate (see Figure 2c)

and tracked in the velocity field.

In addition, we analyse if the magnetic field associated

with the erupting region is ejected out of the simulation

domain. Figure 4 shows the later stage (6 minutes after

the MHD run onset) of the density cavity evolution in

the same meridional slice at φ = −1.17◦ with the tracked

3D magnetic field lines permeating the slice. Like the

analysis of the twist rate evolution (see Figure 3), it

confirms that the outer MFR corresponding to the outer

density cavity leaves the simulation domain first, pushed

by the inner MFR below it. The inner density cavity

then also partially leaves the domain. Thus, the two

MFRs of different twists, inner and outer, constitute

the CME in this eruptive event in our MHD simulation.

At the next step, we analyse the MHD part of the

simulation to understand the structure and dynamics

of flare ribbons. Flare ribbons are brightenings in Hα

and 1600 Å UV emission in the upper chromosphere (e.g.

Forbes 2000; Fletcher et al. 2011). These brightenings

are considered to be caused by the precipitation of the

non-thermal particles accelerated by the magnetic re-

connection. The flare ribbons show the footpoints of

the reconnected field lines in the flare arcade. In our

MHD simulation that includes the field-aligned thermal

conduction and numerical resistive heating in the energy

equation (see Section 2), the heat produced in the flare

reconnection region propagates along the magnetic field

lines towards the corona base via the field-aligned ther-

mal conduction. This reconnection heating is very pro-

nounced (up to about 100 MK), so the related temper-

ature enhancements appear to exceed significantly the

temperature variations due to the adiabatic plasma com-

pressions. Cheung et al. (2019) also found such super-

hot temperatures in their flare model. By detecting the

temperature enhancements close to the bottom bound-

ary of the simulation domain, we find the position of

the flare ribbons. In what follows, we discuss simulated

dynamics of flare ribbons by using the temperature en-

hancement near the lower boundary as ribbon proxy.

We note that our approach to detect flare ribbons dif-

fers from existing approaches such as the calculation of

the spatial variance of the field line connectivity (Tori-

umi et al. 2013; Inoue et al. 2014) or the analysis of the

rapid changes in the field line lengths (Lynch et al. 2019;

Lynch et al. 2021).

Figure 5 shows the evolution of the simulated flare rib-

bons derived from the footpoint temperature enhance-

ments. The left panel shows their spatial and tempo-

ral variation. The colour represents the time elapsed

since the MHD simulation start at t1 = 00:07 UT on

2011 February 15. The light-grey and dark-grey con-

tours show positive and negative radial magnetic field

values of ±300 G (dotted lines) and ±30 G (solid lines),

respectively. To detect the spatial structure and location

of the ribbons, we use a varying mask for temperature

enhancements with a dynamic threshold value. In par-

ticular, for each simulation snapshot i, we set a threshold

value of ci = κ1(log10 Ti,max − κ2 log10 Ti,median), us-

ing the horizontal maps of the plasma temperature just

above the bottom domain boundary, where log10 Ti,max
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t = 5.95 min t = 8.92 min t = 11.89 min

t = 14.87 min t = 17.84 min t = 20.81 min

-50

0

50

T
w

is
t 

ra
te

, 
R

1

10 17

10 16

10 15

10 14

D
e
n
si

ty
, 
g

 c
m

3

outer cavity

inner cavity

field lines 
leaving 
domain

part of inner 
cavity leaving 
domain
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and log10 Ti,median are the maximum and median loga-

rithmed values for a snapshot, respectively, and κ1 and

κ2 are constants determined empirically for the whole

dataset. The reconnection flux presented in the middle

panel is then calculated over the cumulative mask (see,

e.g., Kazachenko et al. 2017). The red and blue lines

show the positive and negative reconnection fluxes, re-

spectively, and the black dashed line shows the halved

total unsigned reconnection flux. For comparison, in the

inset panel we show the observed reconnection flux, and

in the right panel we show the observed evolution of the

flare ribbons as seen in EUV SDO/AIA 1600 Å images

during the X-class flare in AR 11158 from Kazachenko

et al. (2017). The colour bar in the right panel shows

the time after 01:00 UT on 2011 February 15.

From Figure 5, we find that the flare ribbons origi-

nate near the collisional PIL between N1 and P2 polari-

ties, clearly showing that the initial magnetic reconnec-

tion is related to the initial low-lying sigmoid (see Fig-

ure 2). Then the flare ribbons separate, moving away

from the PIL. The positive south ribbon extends signif-

icantly along the PIL towards the west, while the north

ribbon has a hook-shaped geometry, outlining the nega-

tive footpoints of the initial low-lying sigmoid in agree-

ment with the 3D generalisation of the standard flare

model (see e.g. Aulanier & Dud́ık 2019). Simultane-

ously, we detect the ribbons in polarity P1 and in the

west negative parasitic polarity (although this parasitic

polarity could be considered as a part of polarity N1 as

the radial magnetic field contours show) that are appar-

ently associated with the positive-twisted low-lying flux

seen on the right-hand side in Figure 2 between P1 and

N1 polarities. However, these ribbons do not develop so

significantly as their counterparts around the collisional

PIL.

After about 15 seconds since the MHD run onset

(which corresponds to the saturated blue colour at the

left panel of Figure 5), a flare ribbon appears at the east

side, to the north from and within the east positive par-

asitic polarity that is connected to the 3D magnetic null

point. This implies the magnetic reconnection occur-

ring at the null point. The preliminary analysis of the

magnetic field line evolution shows that the reconnection

in the null point appears to lead to the formation of a

new flux connecting P2 and N2 polarities, which dur-

ing the later evolution stage becomes the inner erupting

MFR. We plan to investigate this scenario in the follow-

up study. Then the ribbons continue separating and

elongate considerably, reaching and entering polarities

P1 and N2. These regions correspond to the footpoints

of the outer erupting MFR.

The comparison of the simulated flare ribbons with

the observations shows a remarkable agreement in the

ribbon spatial structure. In particular, we find agree-

ment in the hook-shaped north ribbon and elongated

south ribbon during the initial evolution stage, and the

west kink of the south ribbon and its elongation to polar-

ity P1 during the later stage, as well as the flare ribbon

appearance in the core of polarity N2 and vicinity of the

magnetic null point. The simulation reconnection flux is

also in a good agreement with the estimate derived form

the observations by Kazachenko et al. (2017), namely

about 8× 1021 Mx in the simulation versus 6× 1021 Mx

inferred from the observations. The similar flare ribbon

properties in the simulation and the observations, the

ejections of the plasma density cavity and the magnetic

field lines indicate the ongoing flare reconnection process

during the evolution of AR 11158. These results suggest

an ejective eruption in the simulation rather than the re-

laxation of the initial magnetic configuration from the

MF simulation to a new equilibrium state.

In our simulation, the reconnection flux does not

plateau to constant reconnection flux values that we

find in the observations (seen in the inset panel in Fig-

ure 5). This could be due to the simplified thermody-

namics in the MHD simulation that does not describe,

for instance, the evolution of the flare–accelerated par-

ticles and effects of the radiative transfer. Another im-

portant discrepancy between our results and observa-

tions is the time scale of the development of the flare

ribbons. Flare ribbons in the simulation evolve one or-

der of magnitude faster than those observed. Such a

fast evolution is caused by the high reconnection rates

in the current sheets due to the high numerical diffu-

sivity of the simulation with the limited numerical grid

resolution. Nevertheless, our numerical simulation can

successfully simulate the structure and topology of the

magnetic field of AR 11158, which combined with the

photospheric magnetogram lead to the agreement in the

morphological evolution of the flare ribbons and the to-

tal reconnected flux.

In our hybrid data-driven MF and data-constrained

MHD simulations of the AR 11158 evolution, the initial

magnetic configuration obtained from the magnetofric-

tional simulation appears to be already out of equilib-

rium. We therefore do not analyse if the conditions for

the development of the ideal MHD (torus or kink) insta-

bilities are satisfied (Török et al. 2004; Kliem & Török

2006). In the follow-up study, we plan to examine sev-

eral magnetofrictional initial states to study the tran-

sition from stable equilibrium to non-equilibrium MHD

evolutions and find the evidence in favour of one of the

instabilities mentioned above.
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4. CONCLUSIONS

We presented our first results of the hybrid data–

driven MF and data–constrained MHD simulations of

AR 11158. To our knowledge, the results of this hybrid

approach were reported for the first time. We applied

the MF approach to build the coronal magnetic config-

uration corresponding to the observed SDO/HMI pho-

tospheric magnetograms. We used the JSOC PDFI SS

electric field inversions to drive the bottom boundary

of the simulation domain. As a result, we obtained a

pre-eruptive non-force-free magnetic configuration con-

taining twisted magnetic fluxes and a 3D magnetic null

point. One of those twisted fluxes, detected above the

collisional PIL corresponded to the MFR identified in

the previous studies and seen in the EUV observations

as a sigmoid. We then used the pre-eruptive MF state

at about 1.5 hour before the observed X-class flare as

the initial state for the MHD simulation, assuming a

stratified polytropic solar corona.

The MHD run demonstrated that the initial magnetic

configuration obtained with the MF approach was out of

equilibrium. We found the eruption of a complex mag-

netic structure consisting of two MFRs. The eruption

was seen in the simulation as the ejection of the plasma

density cavity out of the simulation domain. Moreover,

we found the ejection of the magnetic field lines related

to the density cavity, as well as the development of the

system of flare ribbons in good agreement with the ob-

servations. To detect the flare ribbons in the simula-

tion, we analysed the plasma temperature enhancements

propagating along the magnetic field lines from the re-

connection site towards their footpoints. That technique

allowed us to capture the main morphological features

of the observed flare ribbons in that eruptive event.

The main advantage of our hybrid approach is that it
requires significantly less computational resources than

the fully data–driven full-MHD simulations throughout

the course of the flux emergence of AR 11158. The 5-

day long formation of the pre-eruptive magnetic config-

uration in the solar corona was calculated using the MF

approach, and the MHD run included only 30 min of the

eruptive evolution of AR 11158. Moreover, compared to

the previously used hybrid models based on the NLFFF

or potential magnetic field, the MF approach allowed

our model to incorporate the stored magnetic stresses

in the AR, which resulted in the eruption during the

MHD run. We therefore conclude that the combina-

tion of the data–driven MF and data–constrained MHD

simulations is a useful practical tool for understanding

the 3D magnetic structures of real solar ARs that are

unobservable otherwise.
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